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Abstract— This position paper provides an overview of the
study of social norms in the normative multi-agent systems (Nor-
MAS) community, and presents avenues for cross-fertilisation
between the NorMAS and social robotics communities.

I. INTRODUCTION

For the last three decades, researchers in the field of Nor-
mative Multi-Agent Systems (NorMAS) have studied how
the concept of norms from human society can be adapted,
modelled and incorporated into computational mechanisms
to promote social order in societies of software agents. Ini-
tially, this endeavour was focused largely on open systems of
autonomous software agents, but as human communication
has become increasingly mediated by computers, the field
has begin to consider how NorMAS reasoning mechanisms
can be used to enable socially aware interaction within soci-
eties comprising both humans and software agents. However,
the field has largely not considered the specific requirements
of human-robot interaction.

This position paper reviews the concept of norms and
norm-aware agents as conceptualised by NorMAS re-
searchers, and considers some possible areas for cross-
fertilisation between this field and human-robot interaction.

II. CONCEPTUALISATIONS OF NORMS

A range of models and representations of norms have
been proposed in the NorMAS literature. Norm languages
based on deontic logic are common [1], [2], allowing norms
of obligation, prohibition and (sometimes) permission to be
expressed logically, often with extra features such as condi-
tions, deadlines and sanctions. Norm representations based
on temporal logic [3], probabilistic logic progamming [4]
and event sequences [5], [6] have also been proposed.

In contrast, simulation studies on the emergence of norms
and the effects of sanctions on norm compliance often adopt
game theory style models, where sets of numerical parame-
ters represent strategies for specific social dilemmas [7], [8].

In recent years, multi-agent reinforcement learning ap-
proaches have also been adapted to enable the learning of
socially beneficial rather than selfish behaviours [9], [10].
These are represented by policies mapping states to actions.

III. NORM-AWARE AGENTS AND SOCIETIES

Agents that are norm-aware should be able to identify
existing norms, and to plan and choose their actions given
knowledge of these norms. This includes understanding when
their actions may fulfill or violate these norms. Note that as
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agents are usually considered to be automonous, an agent
can choose to violate a norm and risk a sanction if it is
better off to do so. In this section, we highlight a few of the
research questions that have been addressed by researchers
in the field of normative multi-agent systems.

(a) How do agents come to know about norms? We consider
three possible answers (that are not mutually exclusive):

(i) Norms may be created and published or broadcast by
an informed and empowered designer (a human, an
institution or a software agent [2], [11]-[13]). Human
design is only feasible when norms are static. The field
of norm synthesis [2] considers how software agents
can monitor a society, detect undesirable interference
between its members, and generate new norms or adapt
existing ones to discourage these conflicts. However, it
seems unlikely that human members of an agent society
would automatically accept norms imposed on them,
and such mechanisms would need to be combined with
social choice mechanisms to recognise the humans’
individual sense of agency.

(i) Norms may be learned from observation and experi-
ence [14]. Work on learning symbolically represented
norms has used a range of learning mechanisms, in-
cluding frequent episode data mining [5], [6], plan
recognition [15], probabilistic inference using Bayesian
[3], [16] and Dempster Shafer [17] approaches, and
probabilistic inductive logic programming [4] (we note
that the last two works are from researchers in the fields
of human-robot interaction and social robotics).
Evidence for the existence of norms may come from
recognising signalling actions that indicate the applica-
tion of a reward or sanction (these could be expressions
of approval or disapproval or more overt reactions).
For example, the frequent episode mining approach can
identify prohibition norms that are the most frequent
sequences of actions followed by a negative signalling
action [6]. However, these are not the only possible
forms of evidence. When agents’ goals and their pos-
sible plans (at least for publicly observable behaviour)
can be inferred, plans that are seldom followed can rein-
force obligation and prohibition norm hypotheses that
would explain the selection of alternative plans [15].
A Bayesian approach allows both forms of evidence
to be combined [3], and could easily accommodate
additional types of evidence such as advice about
norms from other agents, suitably moderated by some
measure of the advising agent’s trustworthiness [18],
[19]. However, we believe that evidence from observing



signalling actions has a special role in gaining confi-
dence that an identified norm represents truly normative
rather than merely normal behaviour [20].

(iii)) Norms may be proposed by a norm entrepreneur and
subsequently spread through a majority of the society.
While this process has been studied at an abstract level
by researchers in the field of international studies [21]—
[23], there appears to be very little prior work on com-
putational mechanisms for norm entrepreneurship [24].

(b) What is the lifecycle of dynamic social norms, and
how can agents track their status? Several norm lifecycle
models (with minor variations) have been proposed in the
NorMAS community over the years, and an overview of such
works can be found in the recent work of Morris-Martin et
al. [25]. The lifecycle models, in general, describe how a
norm is proposed, propagated (or spread), eventually adopted
and then may possibly lose relevance in an agent society.
The propagation step may involve a variety of mechanisms
such as spreading of norms through explicit communication,
applying rewards for compliance and/or sanctions for viola-
tions, or copying the observed behaviour of other agents,
especially successful ones [5], [6]. A norm may become
obsolete due to losing salience to current conditions or
changes to the goals and/or membership of the society.

For example, researchers have proposed a norm-
recommendation system [26] based on tracking the status
of the norm in a community to recommend whether an
agent (e.g., a robot) should follow or violate a norm based
on factors such as the life-stage of a norm (e.g., emergent
vs. mature), its uptake (a waxing or waning norm) and the
severity of sanctions [27].

(c) How does knowledge of norms interact with other
reasoning processes, such as goal creation and plan
selection? In multi-agent systems, agents are often concep-
tualised in terms of the belief-desire-intention (BDI) practical
reasoning architecture [28]. A BDI agent is considered to
have goals, plans that are indexed by the goals they can
achieve and the contexts they apply to, and intentions: the
plan instantiations the agent is currently committed to (given
that resources are finite, and focused effort is often needed to
make progress towards a goal). Researchers have developed
agent architectures such as n-BDI [29] and N-Jason [30] that
consider norms as an important construct in the reasoning
cycle along with beliefs, desires and intentions. A norm-
aware BDI agent employs norm deliberation during goal
creation and plan selection, i.e., it adopts goals and plans
to satisfy obligations or avoid prohibited actions.

Knowledge of norms can also allow agents to adopt more
efficient plans of action, under the assumption that some
or all other agents will follow the norms. This assumption
may be justified by monitoring the compliance of other
agents [31], by the existence of robust and consistent sanc-
tioning mechanisms, or by maintaining information about
the trustworthiness of other agents [18], [19]. However, the
connection between these mechanisms and plan choice in
BDI agents has not gained much attention.

IV. CROSS-FERTILISATION WITH ROBOTICS

This section identifies five avenues for cross-fertilisation
between NorMAS and social robotics.

First, most NorMAS research is simulation-based. There-
fore, symbolic representations of the physical and social state
of the world are easily obtained and there are no real-time
demands on reasoning. In contrast, human-robot interaction
involves creating knowledge from sensor data, and is likely
to require both high level symbolic and sub-symbolic real-
time reasoning for safe operation. Research on human-robot
interaction will identify more computationally demanding
use cases for normative reasoning that challenge the direct
application of existing NorMAS techniques.

Second, to improve situated norm awareness of robots in
human-robot teams, researchers can adopt or adapt normative
architectures such as n-BDI and N-Jason that consider norms
as top-level entities that influence agents’ intentions and
choice of plans, as outlined in Section III. While robots may
have some planning requirements that differ from those of
traditional BDI agents (e.g., path planning), addressing these
by extending the existing norm-aware practical reasoning
theories, architectures and software platforms should provide
a faster path to developing norm-aware social robots with
declarative goals and plans. These approaches would also
facilitate communication with human partners in terms of
these high-level cognitive concepts that fit well with human
understanding of practical reasoning [32].

Third, norm conflict identification and resolution has
seldom been addressed in human-robot collaborations. For
example, a robot following a norm it acquired in one context
may, in another, run into conflicts with humans or other
robots. Works in NorMAS on these areas (e.g., [33]) hold
promise to be applied in robotic systems.

Fourth, robots could be active partners in norm en-
trepreneurship within human-robot teams. Norm-capable
robots could be norm entrepreneurs by proposing new or
improved norms to their human partners. The techniques
used in norm synthesis to avoid undesirable world states
or agent interactions could be adapted for use in a peer-
to-peer partnership model. Robots could also assist human
norm entrepreneurs to propagate (suitably justified) norms
by exemplifying them and explaining them to others. In both
cases, new mechanisms would be needed to explain the pur-
pose and benefits of newly proposed norms or modifications
to old norms. For robot-generated norms and explanations to
be effective, it may be necessary for the robots to explictly
consider the humans’ mental models of the task and robot
capabilities [34].

Fifth, robots are likely to require fast non-symbolic rea-
soning when interacting physically. Thus, there is a tension
between the representations needed for robot action learning
and selection and those used in traditional NorMAS reason-
ing. This distinction is similar to the contrast between System
1 and System 2 thinking in humans (as studied in the work of
Kahneman [35] and considered in the context of artificial in-
telligence by Booch et al. [36]). Robotics offers a promising



avenue to explore the exchange of normative representations
between these two types of reasoning. One challenge is
to bridge the gap between the state-to-action mappings
(“policies”) learned via reinforcement learning (commonly
applied in robotics) and the symbolic norm expressions
used in NorMAS approaches, especially in the presence of
norms involving temporal patterns of behaviour. While deep
reinforcement learning using recurrent neural networks can
model agent states that depend on past events [37], we are
not aware of existing techniques to map between the resulting
policies and symbolic norm expressions.

We believe the research avenues described above can aid
towards the creation of norm-aware robotic systems.
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